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Using LLM for Improving Key Event Discovery

Motivation

§ Researchers analyze news media/news articles
• Characterize discussion around a real-world news-event
• Understand public opinion, examine framing, track changes over time … 

§ Challenge: Ever-growing amount of news information
• How do we get “key” news events?

• Can we identify them without any human-intervention?

§ Need for automated Concept Learning
• Idea: Exploit recent advances in LLM to improve event discovery
• Retrieve event candidates using traditional clustering algorithm

• Use LLM to characterize event candidates, and reason about their validity
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Our Contribution
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We propose a generic framework for 
news-stream clustering
• Inspired by interactive-clustering
• Unsupervised setting

KeyEvents – a coherent dataset
• 11 topics
• 611 key events
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Overview

§ Framework

§ Evaluation Metrics

§ Results

§ Broader Impact

§ Conclusion
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Framework

§ Three modules
• Temporal Filtering

• Event Discovery

• Inference

§ Dataset
• NELA Dataset (2021)
• ~1.8M news article collection

• Preprocessing 

• Document Retrieval Module
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Module 1: Temporal Filtering

§ Input
• News articles related to an issue/topic

• Ex. Climate Change, Abortion etc.

§ Identify potential real-world events
• Dynamic analysis of articles

• Outlier detection algorithm

• Temporal landmarks/peaks

§ Output
• Set of news articles at various points in time
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Module 2: Event Discovery

§ Temporal Filtering is still prone to noise

• Multiple relevant events at each peak

§ Goal

• Cluster news articles at each peak à Events

§ Three Steps

• Peak-Specific Clustering

• Event Characterization

• Merge/Remove Events
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Event Discovery

§ Peak-Specific Clustering

• Embed the news article using dense-retriever model

• Cluster the articles at each peak using HDBSCAN algorithm

§ Event Characterization

• Events obtained are still prone to noise

• Characterize the event using a multi-document summary (LLM)

• Use closest-K documents to event centroid

• Generate a short summary for each event
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Event Discovery

§ Remove Incoherent Event Clusters

• Closest-K documents do not align with 
generated summary à Incoherent Cluster

• Compare summary embedding to 
document embedding
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Event Discovery

§ Merge Events
• Two similar event summaries à Merge

• Greedy approach

• First Iteration:

• For all event-pair combinations

• Prompt LLM

• Merge similar pair of event summaries

• Second Iteration:

• New event-pair combinations

• Check for merge
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Inference

§ Decide Cluster Membership

• Based on a similarity module

• Expand the document set 

• Consider documents from one-day before and one-day after the peak

• Compare document embedding to generated event summary embedding
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Evaluation Metrics

§ Three automatic metrics and human evaluation to measure coherency 

§ Evaluate across 11 issues

§ Metrics

• Entity Purity (higher the better)

• Percentage of documents that mention at least one of top-10 TF-IDF entities

• Coverage (higher the better)

• Percentage of documents accounted for in clustering process

• Entity Coherence (value closer to zero à highly coherent cluster)

• Considers co-occurrences of central entity pairs in clustered documents
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Results

§ Temporal Filtering is effective

§ Coverage vs Purity Trade off
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Aggregated Statistics across 11 issues/topics
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Ablation Analysis

§ Merge/Remove Impact

• Cosine similarity reduction à Increased 
distance between events

• Merge/remove operation

• Increased cluster separation
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Human Evaluation (on issue Climate Change)

§ Metrics
• Event Coherence

• Top-K documents are in agreement with 
each other à event is coherent

• Mapping Quality

• Verify validity of assignments

• Agreement between document and event 
summary

§ Observation
• Other methods are more prone to noise
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Human evaluation results
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Broader Impact – Usefulness of our method & dataset

§ Simple Case Study
• How entity portrayal varies across ideologies?

• Entity: Joe Manchin (democratic senator)

• Analysis

• Left-leaning mention more (5th, 9th, 14th events)

• Criticize his ties to coal industry

• Sentiment towards this entity (16th event)

• No positive sentiment in any ideology

• Left: 86% of articles indicate negative

• Right: 38% of articles indicate negative
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Conclusion

§ We proposed a framework for key events identification

§ With two forms of evaluation: automated and human-evaluation

§ Showed a simple case study on the usefulness of the framework
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THANK YOU
For enquires, contact me via email: nnakshat@purdue.edu
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